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ABSTRACT 

 

In many regions of the world, security is a serious worry. The rise in thefts, from small thefts to full-

fledged heists, has been reason for alarm. Many security measures have been put in place to counteract 

these issues. There are several degrees of security systems in the globe, ranging from alarm systems to 

CCTV cameras and human patrols. A CCTV camera system is the most prevalent of them. Recent 

advances in IoT have enabled remote access to these systems, but they have also significantly increased 

the cost. 

The most basic and widely used CCTV camera systems include four cameras per room that stream a live 

feed to a PC that is monitored by a human guard. These are found in the majority of small and medium-

sized businesses. Despite their low cost, many security measures fail to account for human mistake. On 

the night shift, the guard watching CCTV in underpaid workplaces and small stores frequently falls 

asleep. Despite having a security system in place, this leads to burglaries. 

In this article, we cover the design and implementation of an auxiliary security system that works in 

conjunction with the usual CCTV configuration seen in most workplaces. Depending on the number of 

walls with windows that may be switched on at night when the workplace is unoccupied, the system 

comprises of 1-4 units of rover type robots. These Wi-Fi-enabled robots will patrol the room at night 

and use IoT principles to send an alert if an intruder is detected. 
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Chapter 1 

Introduction 

 

Background of the project topic 

This project was chosen to tackle the common problem of theft and burglary. We chose to look at this 

problem from a mechatronics standpoint and after analyzing the situation decided to build a rover that 

would tackle the aforementioned problem. A Patrol Bot would essentially monitor the entire room after 

hours and alert the required people if it senses a human presence.  

 

Motivation and scope of the report  

One anecdote of such a situation which also played a crucial role in the development of this system 

involves a robbery experienced by a relative of one of the authors. This relative who is the owner of a 

small retail store had valuable stock stolen despite having a CCTV Surveillance camera. The guard who 

was in charge of monitoring the camera feed had fallen asleep which led to this robbery. 

 

Salient contribution  

 The Patrol Bot designed is made to be small and stealthy , such that it attracts minuscule attention 

from intruders 

 The Patrol Bot uses object detection through open CV to detect only humans 

 Running Object detection and Navigation on different processors for smoother operation 

 Adjustable Pi cam Angle to Capture all angles  

 Night Vision No-IR Camera to ensure full vision even in the darkest rooms 

 It employs IoT system to send alerts on different platforms so has a level of redundancy 

 Random Exploration Algorithm for navigation system  
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Chapter 2 

Literature survey 

To prepare for the undertaking of this project, certain steps were followed to ascertain the proper flow 

of this project from the design phase to the implementation phase. One of the most important steps that 

were taken was the literature survey in which numerous papers were studied and listed below are our 

understandings of each of them  

 

From [1], It   helped us gain an insight into usage and programming the NodeMCU effectively to be 

used in an alert system which helped set up our base for the IOT domain of our project. Although we 

did not use the NodeMCU in the final project, this paper gave us insights into working with an ESP8266 

module, which we did use. 

 

[2] Talks About Various Parts required to make a line follower, its Sensor configuration and also 

Provides Good Code Structure. this paper gave as un understanding into positioning the sensors to reduce 

effect of ambient light and about the various states of motor while providing us with a good base to build 

our code on  

 

[3] Helped us to map out our Integration of multiple sensors a and understand how to Use Wi-Fi to send 

data over to a aggregation point. It was also hugely beneficial for our design stage as it provides a 

Flowchart for the alarm system. Which was instrumental in understanding the working of the entire alert 

system 

 

[4] suggested  a new and efficient system instead of complex algorithms for motion detection . This 

paper also provided us with an innovative way for the movement algorithm for the patrol robot which 

gave us different options to program our patrol bot in case of any errors. This was the paper which 

initially gave us the idea of sending data over Wi-Fi to a smart phone and how to implement it 

successfully using Arduino and raspberry pi. 
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[5] Helped us get a deeper understanding of ultrasonic sensors and as to why they are the backbone of 

this project. This entire system uses the technique of echolocation which is based on ultrasonic wave 

radar, RF communication & Infra- Red technology which is separately controlled by different Arduino 

boards which controls the different sensors, motors & line following robot according to the desire. We 

took inspiration from this idea and implemented it by using an Arduino mega instead of a normal 

Arduino.  

 

This robot works on the principle of Infra-Red Line Tracking. Which can be white or black line based 

on the programming. This paper showed us the different applications depending upon the sensors such 

as: Accurate Distance Measurement, Close Range Device, Level Detection, Vehicle Detection, Blind 

Person Support and Robotics Barrier 

 

[6] Talks about viability of Thingspeak as an IOT server for small scale projects. And the t process of 

IOT integration over Wi-Fi . it also introduced us to the MTTQ which we implemented successfully. 

This paper helped us set our entire operation for the IOT protocol as it provided us with a Description 

on How to use Thingspeak and also the use of MQTT protocol to route to an app which we have 

implemented successfully. It further helped us in our implementation as it provided entire flowchart for 

sending data collected from sensor to getting alert on phone. 

 

[7] And [8] talks about the motion detection technique to reduce noise creation. Interior space mapping, 

environment modelling, virtual reality applications, military settings, the mining industry, and graphic 

applications are all possible uses for it. It can be used to map an area with a diameter of 40 meters when 

mapping outside. Using the moving average filter, the mapping procedure was carried out as close to the 

real data as possible. These two papers give us the much needed post processing operations to map 

ultrasonic data to an occupancy grid. 

 

[9] This paper established a method to supress vibrations by motors. While the motor used in the paper 

is an AC motor, the same reasoning also applies to a DC motor. This paper suggests using a capacitor to 

smoothen the vibrations thus reducing noise. We will experiment with the findings in this paper 
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[11] Presents two important things, firstly, it gives us insight on how to map distance error to rotation 

correction paving the way to derive the transfer function. Secondly, it tells us about an optimization 

method for the PID controller known as the genetic algorithm. It will help us get a better response from 

our controller 

 

[12] Gives us insight into how to position the grideye sensor and narrows down the cases to consider 

while coding for different conditions in the grideye sensor. It seems like it is difficult to determine the 

number of intruders with this sensor but the presence of one can be detected. This paper led us to use 

AMG8833 sensor to implement thermal vision over a melexis IR array. 

 

[13] presents an AC system which broadly does 3 things: Human detection, Body Temperature Isolation 

and AC control. We are concerned with the Human detection module. The paper presents a python script 

which gives us tips on how to implement human detection for this project. 
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Chapter 3 

Problem Definition 

 

Robotics is a discipline that is expanding very quickly and has clear effects on day-to-day living. 

Robotics' success is largely due to the fact that it eliminates the possibility of human mistakes in the 

system. 

 

One anecdote of such a situation which also played a crucial role in the development of this system 

involves a robbery experienced by a relative of one of the authors. This relative who is the owner of a 

small retail store had valuable stock stolen despite having a CCTV Surveillance camera. The guard who 

was in charge of monitoring the camera feed had fallen asleep which led to this robbery. 

 

Human mistakes have adverse effects on many systems. Nuclear energy systems, medical automation 

systems, and security systems are just a few examples. 

Despite all the benefits of automating a system, there are numerous faults that cannot be accounted for, 

making a fully autonomous system extremely risky. 

 

In light of the aforementioned considerations, The Patrol Bot is intended to function as a secondary 

security system and primarily as an alarm system that is used in combination with a primary surveillance 

system like CCTV. With moving robots that can patrol the designated area and offer continual 

surveillance, this security system is active as opposed to passive.  

 

The bot also tackles the issue of unreliable electricity which often disables standard CCTV cameras. 

Though there exist cameras with battery backup, these do not long enough because they are also active 

during the day. This bot aims to alleviate the issue by only operating at night when robberies are most 

likely to happen. 

 

Many systems exist to solve these problems but they are not accessible to common retailers. By keeping 

the cost near the cost of a standard CCTV setup, this addendum to security will definitely add a level of 

autonomy which is accessible and reliable. 
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Chapter 4 

Methodology 

This Patrol Bot was designed with a mechatronic approach in mind. Each system was designed 

concurrently and designed to integrate well with each system to prevent designing errors. Electrical and 

design aspects of the project were designed parallel and simultaneously and they closely depend on each 

other. Changing aspects of one system to compromise for the other system helped us develop an all 

rounded Robot that can perform efficiently on all systems 

The methodology we followed for completing this project consisted of 4 main steps:  

 

 

We first identified a problem statement and understood the outlying conditions and circumstances of it. 

We understood the various requirements needed to challenge this problem and then decided to approach 

it keeping an open mind to solutions and looking to tackle it with a mechatronics system. We performed 

extensive research and literature review to understand the scope of our project and challenges going 

forward as well as solutions to it. One adequate research was performed, we performed various tests to 

see the viability and robustness of our systems as well as understand their weaknesses. The final step 

was for us to implement the culmination of all of our efforts into a physical model. 

 

Fig 1. Methodology For Project 
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Chapter 5 

Mechatronic System Analysis 

System Description:  

The system consists of 1 bot per room monitoring the room and uploading alert data to a cloud IoT 

Platform known as ThingSpeak. The overall system can be broadly classified into three categories; the 

mechanical system, the electronic system and The IoT system. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 2. Final electronics 

Fig 3. Final Hardware Model 
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Mechanical system: 

The chassis of the bot is to be made 3D printed. This will be robust, clean, cost-effective and easily 

replaceable. It has also been printed using black filament to blend in with the darkness at night. 

The model will house a motor driver, two microprocessor boards, a camera mount, battery pack and 

Ultrasonic sensors .Four plastic wheels have been attached to the motors mounted on the model as they 

are easily available and very cheap. The rims of the wheel have also been made black to make the bot 

inconspicuous.  

There are slots made to charge the Battery Part and easily, there are also 2 slots directly available to the 

microprocessor board so it becomes easy to access and reprogram the controller with proper IoT 

Credentials and Wi-Fi SSID and password. The motor driver is put on top so that the heatsink can 

dissipate the heat effectively. All the components are housed inside to make it stealthier and less 

tamperable. 

 

Fig 4. Solidworks Model 
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Fig 5. Solidworks Model isometric 

Fig 6. Solidworks Model Section View 
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Electronic System: 

The main processor used by our project is The Raspberry Pi 4 Model B. It is the latest version of the 

low-cost Raspberry Pi computer made by the Raspberry Pi Foundation, a UK charity that aims to educate 

people in computing and create easier access to computing education. 

In comparison to the Raspberry Pi 3 Model B+, the quad-core Raspberry Pi 4 Model B is both quicker 

and more powerful. The Pi 4's CPU, the board's primary processor, offers two to three times the 

performance of the Pi 3's processor in various evaluations. 

The new board, unlike its predecessor, can play 4K video at 60 frames per second, enhancing the Pi's 

capabilities as a media centre. The Pi's various operating systems are currently working to support this 

hardware acceleration for H.265-encoded video, so this is more of a potential feature than a feature that 

is currently available. That said, not all video will play this smoothly. 

With integrated Wi-Fi and Bluetooth, the Pi 4 offers wireless internet right out of the box as well. The 

most recent board can boot straight from a USB-attached hard drive or pen drive and will allow PXE 

booting from a network-attached file system after a future firmware upgrade. A network-attached disc 

may be used to share an OS image between computers and to update a Raspberry Pi from a distance. 

We further use an Arduino board to run the navigation algorithm as running it on separate board’s 

increases the accuracy and response rate. We therefore run the object detection algorithm on Raspberry 

Pi module and Navigation on an Arduino Board. We can use a UNO or a Nano board (combined with 

an expansion board) for the same purpose. 

The other components of the system include an L298N dual motor driver. We are only using one because 

it is a 2WD system and the front wheels are there for support. This keeps it cost effective, low power 

and provides efficiency in navigation (because there are less motors to control) 

There are two ultrasonic sensors, one in the front for detecting when to turn and one on the side to get 

feedback for PID based wall following algorithm. These two effectively act as the cornerstone of the 

navigation system. 

The battery will be a rechargeable Lithium Polymer which provides us with 11.1 V with close to 2200 

mAh which is perfect for driving our Johnson motors. It is also better as it is densely packed so it can fit 

in the chassis  
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Fig 7. Circuit diagram 
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Detection system 

Object detection consists of 3 important factors 

1. The detection algorithm 

2. The CNN 

3. The Dataset 

1) The Detection algorithm 

We considered 2 algorithms that don’t use neural networks (HOG descriptor and Cassacade Classifier) 

and 2 that do use neural networks (Region-based Convolutional Neural Network (RCNN) and Single 

Shot MultiBox Detector (SSD)) as these are lightweight and reliable.We also considered using You 

only look once (YOLO) but it was too resource intensive with requirement of GPU. There is a way to 

run it on CPU as well but it did not perform well in terms of speed. 

a) SSD (Single Shot MultiBox Detector) is a deep learning-based object detection algorithm that 

can detect objects in images in real-time. The algorithm uses a single feedforward 

convolutional neural network to generate object detection results. Here are the key steps in how 

the SSD algorithm works: 

a. Generating Feature Maps: The input image is passed through a series of convolutional 

layers to generate a set of feature maps at different scales. These feature maps encode 

information about the presence of objects at different positions and scales in the image. 

b. Generating Object Proposals: For each feature map, a set of default boxes (or anchor 

boxes) is defined at different scales and aspect ratios. Each default box is associated 

with a set of predicted offsets that are used to adjust the size and position of the box to 

better fit the objects in the image. 

c. Predicting Class Scores and Offsets: The feature maps are used to predict two sets of 

outputs for each default box: the class scores and the offsets. The class scores indicate 

the probability that the box contains an object of a particular class, while the offsets 

adjust the position and size of the box to more accurately fit the object. 
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d. Non-Maximum Suppression: The predicted boxes are filtered to remove duplicates and 

weak detections using non-maximum suppression (NMS). NMS removes overlapping 

boxes with low confidence scores and keeps only the highest-scoring boxes. 

e. Output: The remaining boxes and their associated class scores are output as the final 

detection results. 

The SSD algorithm is designed to detect objects at multiple scales and aspect ratios, which allows it to 

handle objects of different sizes and shapes. It is also efficient, as it generates object proposals and 

predicts class scores and offsets in a single pass through the neural network, making it much faster 

than other object detection algorithms that use multiple stages or region proposal networks. 

b) Faster R-CNN (Region-based Convolutional Neural Network) is a deep learning-based object 

detection algorithm that uses a two-stage approach to detect objects in images. The algorithm is 

an improved version of the earlier R-CNN and Fast R-CNN algorithms and is capable of 

achieving state-of-the-art performance on a wide range of object detection tasks. Here are the 

key steps in how the Faster R-CNN algorithm works: 

a. Generating Region Proposals: The input image is passed through a convolutional neural 

network (CNN) to generate a feature map. A region proposal network (RPN) is then 

applied to the feature map to generate a set of object proposals. The RPN is a small 

neural network that learns to predict a set of candidate object bounding boxes, along 

with their confidence scores, based on the features extracted from the input image. 

b. Extracting Region Features: The proposed regions are extracted from the feature map 

and warped to a fixed size. These regions are then passed through a convolutional 

neural network (CNN) to generate a set of features that are used to classify the object 

and refine the bounding box. 

c. Predicting Class Scores and Bounding Boxes: The features extracted from each region 

proposal are used to predict the class scores and bounding box offsets for each proposed 

object. The class scores indicate the probability that the region contains an object of a 

particular class, while the bounding box offsets adjust the position and size of the box to 

better fit the object. 
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d. Non-Maximum Suppression: The predicted boxes are filtered to remove duplicates and 

weak detections using non-maximum suppression (NMS). NMS removes overlapping 

boxes with low confidence scores and keeps only the highest-scoring boxes. 

e. Output: The remaining boxes and their associated class scores are output as the final 

detection results. 

The Faster R-CNN algorithm uses the RPN to generate region proposals, which allows it to share 

convolutional features between the proposal generation and detection stages. This makes it much faster 

and more efficient than earlier region-based algorithms, while also improving detection accuracy. 

c) HOG (Histogram of Oriented Gradients) descriptor is a feature extraction method used in 

object detection tasks. It works by computing a descriptor that captures the gradient 

information of the image. Here are the key steps in how the HOG descriptor works: 

a. Image Preprocessing: The input image is preprocessed by converting it to grayscale, 

and then applying contrast normalization to equalize the image intensity. 

b. Computing Gradients: The image gradients are computed by convolving the image with 

a set of filters (such as Sobel filters) in the x and y directions. This results in two 

gradient images representing the magnitude and orientation of the gradients at each 

pixel location. 

c. Generating Cells: The image is divided into small overlapping cells, each containing a 

fixed number of pixels. The gradient magnitude and orientation values within each cell 

are then used to compute a histogram of gradient orientations. 

d. Block Normalization: The histograms of gradient orientations within each cell are 

combined to form a block. Each block contains a fixed number of cells and is used to 

capture the spatial information of the gradient features. The gradient histograms within 

each block are then normalized to reduce the effects of illumination changes and 

improve the robustness of the descriptor. 

e. Concatenation: The normalized block histograms are concatenated to form the final 

feature vector, which is used for object detection. 
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The HOG descriptor captures the local texture and edge information of the image, which can be used 

to detect objects of interest. The algorithm is popular for object detection tasks, particularly in 

pedestrian detection, due to its effectiveness and efficiency. However, it does not take into account the 

spatial relationships between features, which can limit its performance in complex object detection 

scenarios. 

d) Cascade Classifier is a machine learning-based object detection algorithm that uses a series of 

classifiers trained on increasingly complex features to detect objects in images. The algorithm 

is based on the Haar-like features, which are simple rectangular patterns that can be computed 

efficiently. Here are the key steps in how the Cascade Classifier algorithm works: 

a. Image Preprocessing: The input image is preprocessed by converting it to grayscale, 

and then applying contrast normalization to equalize the image intensity. 

b. Haar-like Features: The algorithm uses Haar-like features, which are simple rectangular 

patterns that can be computed efficiently. These features are used to capture local 

texture and edge information of the image. 

c. Training: The algorithm is trained using a set of positive and negative examples. The 

positive examples are images containing the object of interest, while the negative 

examples are images that do not contain the object. The algorithm learns a set of 

classifiers, each trained on increasingly complex features. 

d. Sliding Window: The image is divided into a set of overlapping windows, each 

containing a fixed number of pixels. The Haar-like features are computed within each 

window. 

e. Classification: The Haar-like features within each window are used to classify the 

window as containing the object of interest or not. The classification is performed using 

a series of classifiers trained on increasingly complex features. The classifiers are 

organized into a cascade, where each stage consists of a series of weak classifiers that 

can quickly reject windows that do not contain the object. 

f. Non-Maximum Suppression: The predicted boxes are filtered to remove duplicates and 

weak detections using non-maximum suppression (NMS). NMS removes overlapping 

boxes with low confidence scores and keeps only the highest-scoring boxes. 
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g. Output: The remaining boxes and their associated class scores are output as the final 

detection results. 

The Cascade Classifier algorithm is fast and efficient, as it can quickly reject windows that do not 

contain the object. However, it may require more training data and tuning of parameters compared to 

other object detection algorithms. It is commonly used for real-time object detection in applications 

such as face detection and pedestrian detection. 

1) Neural Network 

Neural networks for object detection typically involve a type of architecture called a convolutional 

neural network (CNN). 

A CNN consists of multiple layers, including convolutional layers, pooling layers, and fully connected 

layers. In the context of object detection, the input to the network is typically an image, and the output 

is a set of bounding boxes that indicate the location of objects within the image. 

During the forward pass of the network, the input image is processed through a series of convolutional 

and pooling layers, which extract features at different scales and levels of abstraction. These features 

are then fed into fully connected layers, which output the final set of bounding boxes. 

To train the network, a large dataset of labeled images is used to adjust the weights of the network 

such that it learns to accurately detect objects in new, unseen images. The training process typically 

involves minimizing a loss function that measures the difference between the predicted bounding 

boxes and the ground truth bounding boxes. 

Once the network has been trained, it can be used to detect objects in new images by passing them 

through the network and using the output bounding boxes to identify the location and extent of the 

objects in the image. 

We explored the use of 3 most common neural networks: ResNet, MobileNet, and Inception. They are 

deep neural network architectures that are widely used for image recognition tasks. 

a. ResNet: ResNet (Residual Network) is a deep neural network architecture that 

introduced the concept of residual learning. It uses residual blocks to allow the network 

to learn residual mappings, which can help address the problem of vanishing gradients 



17 
 

in very deep networks. ResNet50 and ResNet101 are variants of the original ResNet 

architecture that differ in the number of layers and complexity. 

b. MobileNet: MobileNet is a deep neural network architecture designed for mobile and 

embedded devices. It uses depthwise separable convolutions, which separate the spatial 

and channel-wise convolutions to reduce the number of computations and parameters. 

This makes MobileNet more computationally efficient than other deep neural network 

architectures. 

c. Inception: Inception is a deep neural network architecture that uses a combination of 

1x1, 3x3, and 5x5 convolutions in parallel to capture features at different scales. It also 

uses pooling and concatenation operations to further improve the performance. 

Inception V3 and Inception V4 are variants of the original Inception architecture that 

differ in the number of layers and complexity. 

2) Dataset 

We used the COCO dataset, but also tried the AVA dataset. The COCO (Common Objects in Context) 

and AVA (Aesthetic Visual Analysis) datasets are two widely used datasets in computer vision and 

image recognition research. 

1. COCO: COCO is a large-scale image recognition, segmentation, and captioning dataset. It 

contains more than 330,000 images of everyday scenes with common objects in their context. 

The images are annotated with object bounding boxes, object categories, and object 

segmentation masks. COCO also includes a captioning task, where each image is annotated 

with a set of captions describing the content of the image. 

2. AVA: AVA is a large-scale dataset for aesthetic visual analysis, which aims to predict the 

aesthetic quality of images. It contains more than 250,000 images that are selected from the 

DPChallenge photography competition. Each image is annotated with a set of aesthetic ratings, 

which reflect the quality of the image as rated by human annotators. The annotations include 

elements such as the overall quality, composition, focus, and lighting of the image. 
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Configuration Comparisons 

Detection 

Algorithm 

Neural 

Network 

Dataset FPS (On 

PC) 

Accuracy 

(On a scale 

of 1-10) 

HOG 

Descriptor 

None None 25 1 

Cassacade 

Classifier 

None Haar 

Casacade 

Fullbody 

dataset 

6 3 

RCNN Inception COCO 2 8 

RCNN ResNet COCO 0.8 10 

RCNN ResNet AVA 0.8 9 

SSD Inception COCO 9 8 

SSD Mobilenet COCO 16 6 

SSD Mobilenet AVA 17 5 

 

 

 

 

Table 1. Configuration Comparisions 
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Navigation system 

The original aim of the navigation system was to mobilize the camera and stay as inconspicuous as 

possible. Thus, building upon the previously designed line following navigation, we wanted to remove 

the need for the initial setup of the line while maintaining the idea of staying inconspicuous from the 

sidelines. We devised a PID based wall following algorithm to stick to the walls and maintain smooth 

motion. However, we very soon realised that it required a lot of computation and did not deliver the best 

speed, so we figured that out as its limitation. Besides, the camera did not provide a very clear image 

thus creating blind spots. 

As the project progressed, we figured out that the more important thing about the navigation system is 

that it should cover as much ground as possible and be very responsive with low cost hardware. Thus, 

with our constraint of cost effectiveness barring us from high cost sensors like the LiDAR and high cost 

microcontrollers like the teensy 4.1, we decided that the random exploration algorithm is best suited to 

this project. The random exploration algorithm works as follows: 

 The bot goes straight unless it detects a wall 

 If there is a wall, it tends to turn right 

 If however, the right sensor detects something, the bot turns left instead 

This system minimizes the use of sensors while covering a lot of ground. The colour and build of the 

robot makes it inconspicuous. So, the navigation system only has to focus on giving the camera as many 

angles as possible thereby negating any blind spots. Moreover, the navigation system is completely 

isolated from the vision system, making it completely immune to software failures. 

Overall, the system maintains a balance between speed, cost and effectiveness in patrolling. 
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The general block diagram of the original PID wall following system is shown below: 

 

 

As observed above, the error in distance from the ultrasonic sensor is mapped to wheel RPM. This can 

be made better if we can derive the transfer function for this situation. Otherwise, experimental tuning 

the system can be done. An Alternate navigation method we are testing aims to solve one of the biggest 

problems in navigation today. Replacement of a Lidar by Ultrasonic sensor for mapping. If we can make 

this system reliable, it will allow us to test out many different navigation algorithms and even implement 

intruder avoidance (to add to the stealth aspect), all while keeping the bot around the same cost as CCTV 

camera system. 

 

 

 

Fig 8. Wall following system block diagram 
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Fig 9. Navigation System 
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IoT System: 

To implement the IoT system we have used ThingSpeak IoT Platform. ThingSpeak is a free and open-

source software written in Ruby which allows users to communicate with internet-enabled devices. It 

facilitates data access, retrieval and logging of data by providing an API to both the devices and social 

network websites. ThingSpeak was originally launched by ioBridge in 2010 as a service in support of 

IoT applications. 

ThingSpeak has integrated support from the numerical computing software MATLAB from MathWorks, 

allowing ThingSpeak users to analyse and visualize uploaded data using MATLAB without requiring 

the purchase of a MATLAB license from MathWorks. 

ThingSpeak has multiple apps which are used to set up the Alert System. The apps used in Thingspeak 

include React, Thingtweet, MATLAB Analysis and MQTT Communication. Each has been explained 

below 

To Get Started with ThingSpeak, we first created a new public channel and added a field in that channel 

known as the EMW alert system. After the creation of the channel and field, we noted the write API key, 

since we would be writing a flag value to this channel from the SBC and we also noted the channel ID 

from the API key Section. The illustration of the same has been listed below. Although the channel ID 

is not used, it is required by the Thingspeak Arduino library for writing to a channel field. 
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Chapter 6 

Software Description 

 

 

 

The flag value can be written to this channel by sending the following GET request to Port 80 

(common internet port): 

 GET https://api.thingspeak.com/update?api_key=”<write api key>”&field<number>=<value> 

ThingSpeak allows sending of up to 3,000,000 messages per year on a free account in this way. 

Fig 10. Illustration of API keys 

https://api.thingspeak.com/update?api_key=
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Once this is set up, we can send alerts using React App which sends a tweet via ThingTweet and email 

via MATLAB Analysis. We also use ThingSpeak MQTT to send an instantaneous desktop alert. 

ThingTweet: 

The ThingTweet app is used to link a Twitter account to the user’s ThingSpeak account. The devices 

can then send alerts via Twitter using ThingTweet. Once we click on link account, we are redirected to 

a Twitter page where, upon logging in, we have to authorize ThingSpeak to send a Twitter alert. An 

illustration is provided below 

 

 

 

 

Fig 11. Thingtweet Authorization 
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Following this, an API key for twitter will be generated. This may be used in a POST request sent to 

port 80 as follows: 

POST https://api.thingspeak.com/apps/thingtweet/1/statuses/update 

      api_key=<twitter API key> 

      status=<body of tweet> 

However, this is done in this system via React App. 

MATLAB Analysis: 

This app allows the use of running MATLAB code and is used in conjunction with React app. 

This requires Thingspeak Alert API Key which can be obtained from the main account page in 

ThingSpeak. It begins with “TAK”. 

The following code was used to send an email to the google account used to register with ThingSpeak. 

The system employed uses a Java payload system to send the e-mail. Following code was used: 

alert_body = 'Please Check CCTV'; 

alert_subject = 'Intruder Alert'; 

alert_api_key = 'TAKG5N7ZH1Q7TQ31Z3PUG'; 

alert_url= "https://api.thingspeak.com/alerts/send"; 

jsonmessage = sprintf(['{"subject": "%s", "body": "%s"}'], 

alert_subject,alert_body); 

options = weboptions("HeaderFields", {'Thingspeak-Alerts-API-Key', 

alert_api_key; 'Content-Type','application/json'}); 

result = webwrite(alert_url, jsonmessage, options); 

ThingSpeak allows sending of 800 emails per year on a free account.  
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React: 

React works with ThingHTTP, ThingTweet, and MATLAB Analysis apps to perform actions when 

channel data meets a certain condition. In our case, React posts a tweet and an email to send an alert 

when the EMW alert field receives a flag value “1” 

To send the tweet, we use the ThingTweet react in the following configuration 

 

 

This sends a tweet once we receive a flag message. Similarly, we add a new react in which MATLAB 

Analysis is also run under the same configuration. 

Desktop Notifications (MQTTX) 

MQTT is a lightweight, publish-subscribe network protocol that transports messages between devices. 

The single most amazing advantage of MQTT protocol is that it is practically instantaneous since it does 

not require the Thingspeak Server’s response which is normally required in the other two alerting 

methods. 

ThingSpeak allows the addition of one MQTT device for free. We have added a device with the 

following configurations.  

Fig 12. Thingtweet configuration 
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Once the device is created, a client ID, username and password are generated. This allows desktop apps 

such as MQTTx to subscribe to the MQTT device on thingspeak which is publishing data from the 

authorised channel (the alert channel) continuously. 

We have used MQTTx to push desktop notifications. To make MQTTx a subscriber, we first add 

thingspeak as a broker using the following configurations 

Fig 13. Thingspeak MQTT configuration 
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Then we subscribe to a field by adding a new subscription with topic 

channels/<channelID>/subscribe/fields/field<field number> 

This sets up the desktop notification. 

We also are experimenting with Slack, Discord and Telegram APIs to send messages through those 

apps. 

 

Fig 14. MQTTX subscriber configuration 
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IFTTT  

IFTTT, or "If This Then That," is an acronym. It is a web-based tool that enables users to design 

automated workflows, also referred to as applets, across various web services and apps. These applets 

use a change or event in one service to initiate a response in another. A trigger is an occurrence or 

modification in one service, such as getting an email or tweeting something new. A task that is 

automatically carried out in response to the trigger is referred to as an action. Examples of actions 

include issuing an alert or adding a new row to a spreadsheet. 

An applet that for instance that would email you each time a new item is uploaded to your preferred 

twitter feed. IFTTT gives users a visual interface so they can make and manage applets. Customers 

have a large selection of pre-built applets to pick from, or they can design their own by choosing a 

trigger and an action from the options provided. Once an applet is formed, IFTTT regularly checks the 

trigger service for any modifications or new events, and whenever the trigger takes place, the 

accompanying action is carried out automatically. 

 IFTTT may be integrated with a huge selection of web programmes and services, including social 

media sites, office suites, smart home appliances, and more. With a straightforward visual interface, 

users can browse already-existing applets or design their own unique applets. IFTTT was created to 

streamline repetitive processes, make them simpler, and make workflows that are unique to each user's 

needs. Essentially, IFTTT automates processes between various web applications and services to 

expedite and simplify repetitive chores. 

We have created three applets with different purposes  

a) Integrate Twitter with telegram - To integrate Twitter with Telegram, you can create an IFTTT 

applet that sends a Telegram message every time a new tweet is posted by a specific Twitter 

account. You must link your Twitter and Telegram accounts in order to begin. Once both 

accounts are linked, you can build a new applet and set the action to "Send message" on 

Telegram and the trigger to "New tweet by selected person" on Twitter. You can enter the 

Twitter handle of the account you want to get notifications for in the "New tweet by specific 

user" trigger. You can define the Telegram conversation, the message format, and any other 

required details in the "Send message" action. These details can include the tweet content, the 

author name, and more. Once the applet is established, IFTTT will automatically send a 

message to the designated Telegram conversation each time a new tweet is made and 

continuously check the specified Twitter account for new tweets.  
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Setting up the IFTTT to make an applet 

This is the screen that comes up when making an applet. We 

have to enter two main fields which are “IF this” which is 

the trigger cause, and “Then that” which is the event that 

occurs once triggered. We can choose from a wide range of 

triggers for each service. For example we need to use twitter 

as a trigger event.  

 

 

 

 

Fig 17. Twitter Triggers 

Fig 16. Creating applet  

Fig 15. Telegram Applet   
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Once we have set a twitter as a trigger alert we have to connect the account for which we receive the 

tweet as the trigger. We then select the cause event which is what will occur once the trigger happens. 

Here we use telegram alert as the cause event. We have to enter set fields such as the telegram account, 

whether we want the alert to go to a private channel or a chat with IFTTT bot. We can then customize 

the body of the text with certain fields. Here we are using only the text of the tweet, the author and the 

timestamp.   

 

 

Once Created the applet looks like this and contains certain fields – the switch shows whether the 

applet is connected or not. We can check the log of when the applet has run and if it succeeded or 

failed and for what reason it failed. We can even publish it so anyone on the internet can use this 

applet. 

 

 

 

 

Fig 18. Created Applet  

Fig 19. Action Fields 



32 
 

b) Integrate web hooks with VOIP calling - VoIP, or voice over internet protocol, is a technology 

that enables you to place calls online as opposed to over landlines or mobile networks. Despite 

what its name might imply, VoIP services today are far more versatile and can provide video 

calls, file transfers, group calls, and much more. It's also known as internet telephony or IP 

telephony. Computers, smartphones, tablets, dedicated VoIP phones, regular phones linked to 

an adaptor, and other internet-connected devices can all be used to make VoIP calls. IFTTT 

uses a trigger and cause action, with the trigger being set to each time the web hook is 

triggered. Once this is triggered IFTTT uses its own app to send a VOIP call to the device 

connected to the IFTTT account and upon answering the call it voices the text of the specified 

message we add. 

 

 

 

 

 

 

 

 

 

 

Fig 20. VOIP Applet  
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Setting up the IFTTT to make the applet 

We first select the trigger action as trigger from a web hook, in this we specify the name for the event 

name. This event name is put into a custom URL web hook that must be triggered for this applet to 

run. This web hook will look like this:    

https://maker.ifttt.com/trigger/Alert_trigger/json/with/key/d9g-

mOe4H2UAx8udz1ZVqGDaQp_Ws_S4tNr3evnEovk .  

    

 

        

When this web hook is triggered it will execute the next part of the applet which is to send a voice-call 

to the specified number. We can customise the message we want to send and add some different 

ingredients such as the timestamp it occurred at as well. We simply need to code it into the message.  

The bot reacts and sends a web hook on IFTTT for it to call, we need to set up a new react and                         

Thing-http. The processor upon detection of any human will send a flag to our Thingspeak Channel, 

upon receiving flags the channel has setup reacts which will react to the incoming flags. We have setup 

so that upon receiving the flags the channel will use Thingtweet to send a Tweet and a ThingHTTP to 

send a web hook to our IFTTT applet.  

 

Fig 21. Event Name Fig 22. Alert Message Customization  

Fig 23. Thingspeak Reacts   

https://maker.ifttt.com/trigger/Alert_trigger/json/with/key/d9g-mOe4H2UAx8udz1ZVqGDaQp_Ws_S4tNr3evnEovk
https://maker.ifttt.com/trigger/Alert_trigger/json/with/key/d9g-mOe4H2UAx8udz1ZVqGDaQp_Ws_S4tNr3evnEovk


34 
 

   

 

 

a) Integrate Twitter with discord - To integrate Twitter with Discord, you can create an IFTTT 

applet that triggers a Discord message every time a new tweet is posted by a specific Twitter 

account. We then link our Twitter and Discord accounts in order to get started. Once both 

accounts are linked, you can build a new applet and set the action to "Post message" on Discord 

and the trigger to "New tweet by specific user" on Twitter. You can enter the Twitter handle of 

the account you want to get notifications for in the "New tweet by specific user" trigger. The 

Discord server, channel, and message format, which can include the tweet text, author name, 

and any other desired information, can all be specified in the "Post message" action. 

  

 
Fig 26. Discord Applet  

Fig 24. Calling React Fig 25. Calling ThingHTTP  
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Chapter 7 

Testing and Results 

 

 

Sending Code Through serial 

communication . Affirming connection 

between processor and the laptop      

  

 

 

  

Sending Email Alerts using Matlab Analysis On Thingspeak 

Platform . We Setup ThingReact to react to a flag and send an 

email alert with a customised message 

 

 

 

Sending twitter Alerts using ThingTweet 

function . We Setup ThingTweet to react to a 

flag and send an email alert with a 

customised message. 

 

 

Fig 27. Code sent from Microcontroller  

Fig 28. Email alert 

Fig 29. Twitter alert 
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Sending MQTTX Alerts 

using MQTT Platform . This 

is much faster and requires 

low net connection 

 

 

 

Too many emails within 

a set time can cause 

spam errors and will 

result in this error 

message  

 

 

v          

 

Sending Discord and Telegram Alerts using a combination of React and IFTTT services . We Setup 

ThingReact to react to a flag and send another flag to IFTTT which posts alerts on respective channels. 

We here connect twitter with discord and Telegram. 

Fig 30. MQTT alert 

Fig 31. Email spam error 

Fig 32. Discord Alert Fig 33. Telegram alert 
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 This is one of our most important alerts, in this we send an alert using a 

voice call. This is most important as it sends a continuous buzz as 

opposed to as singular message or flag which might go unnoticed. We use 

Thing React, ThingHTTP and IFTTT for this alert. Thing React reacts to 

the flag and activates the ThingHTTP, ThingHTTP sends a flag on a 

custom URL web hook which then IFTTT uses to pass the call to the 

specified number  

 

 

 

 

 All different types of Neural Net that 

have different levels of speed and 

accuracy, we have used Inception v2 

to provide us a decent balance of 

speed and accuracy. If the application 

area does not have a lot of deterring 

agents (Mannequins, Pictures of 

humans etc.), We can use Mobile net 

for more speed.  

 

 

Fig 35. SSD InceptionV2 

COCO 

Fig 36. Cassacade classifier 

 
Fig 37. Hog Descriptor 

 

Fig 34. Call Alert 
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Fig 38. Navigation PID Simulation 
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Chapter 8 

Advantages, Limitations and Applications 

Advantages 

 This Patrol Bot is an secondary system and not a primary system so it acts as a multilayer 

security blanket thus being one of a kind systems 

 It runs on an independent power source thus power outages will not effect this security measure 

 As it is autonomous it has negligible to no error as human error is removed 

 The small size of this bot paired with the range of the ultrasonic sensors makes the robot almost 

undetectable to the intruder before setting of the alert system 

 The alert system uses IOT mechanisms such as thingspeak, MQTT, Matlab Thingtweet and 

Thingreact to instantly send alerts making the reaction time almost instantaneous  

 The multiple ways of sending alerts acts as a failsafe as if one service is down the other 

services will still go through 

Limitations: 

 The range of the Patrol Bot decreases as the distance from the furniture/objects decreases i.e. 

extruding parts of the room will decrease the overall range of the bot 

 The battery life of the patrol robot is limited as it works on a rechargeable lithium polymer 

battery and therefore has to be charged before every patrol session and works on a limited 

timeline 

 The alert system heavily relies on Internet service and Wi-Fi connection to send alerts across 

all its platforms and therefore becomes handicapped during connection issues 

 If it is knocked of course by manual or natural phenomenon it will be immobilized until human 

intervention due to its natural code 

Applications: 

 In offices and building to aid the already existing security measures by adding an extra layer of 

security 

 In huge area with many entrances as the alert from the bot will help to pin point the location of 

the intruder 

 In small businesses as it provides lower cost of implementation 

 With additions to movement and IOT domains it can be used in border patrol systems as well 
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Chapter 9 

Conclusion and Future Scope 

Conclusion 

 This robot can be a very important addition to existing security systems which include mostly 

just a CCTV monitoring station. As there is a margin of human error in low Grade security 

systems such as commercial shops or Buildings,  

 This Patrol Bot was designed to be a secondary cost effective security system which would 

integrate very easily with their own current standing Security systems and add a blanket of 

security. 

 This project was modelled successfully on Proteus, Easy ADA and Solidworks and IOT system 

was implemented using ThingSpeak IOT platform which is again cost effective as it is open 

sourced. 

Future Scope 

 The navigational system can be further upgraded by the usage of Li-DAR technology which 

would map put the entire room and set a path for itself while avoiding obstacles through 

complex navigational paths  

 We can also unify the alert system by making an autonomous app which pushes notifications 

on desktop as well as mobile platforms. 

 Exploring use of Blynk IOT to streamline the alert system and notification as well as make a 

customized front panel for the bot 

 To aid in the navigational process we can add mecanum wheels which will help the bot to turn 

and sharp angles in tight spaces further increasing its navigational abilities 

 PID control for smooth motion makes the distance measurement algorithm smooth and less error 

prone 
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Appendix A: Soft Code Flowchart 
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Appendix B: Data Sheets 

Raspberry pi 3 model B+ 
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Appendix C: List of Components 

 Pi 4 Model B 

 Arduino Nano 

 HC-SR04 x32 

  Wheels  

 Johnson Motors 

 L298N Motor Driver 

 12V rechargeable LiPO battery 
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